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The era of digital transformation has made it possible to accumulate large amounts of data that can be used in the decision-making process, in particular
in supply chain management. With the complication of the problems to be solved, classical optimization methods lose their effectiveness and do not allow
to obtain a solution in an acceptable time, which creates the need to study another suitable tools, among which there are evolutionary algorithms that use
the principles of biological evolution, allowing to obtain solutions close to optimal (or even exactly optimal) in an acceptable time. Evolutionary algorithms
are part of a broader field in artificial intelligence that is evolutionary computing. The article allocates the characteristics of evolutionary algorithms that
distinguish them from other algorithms of evolutionary computing, and analyzes the most popular evolutionary algorithms: genetic algorithm, genetic pro-
gramming, evolutionary programming, evolutionary strategies and differential evolution, in particular, their features and areas of application in supply chain
management. A comparative analysis is carried out and recommendations are provided for the selection of the appropriate algorithm, taking into account
the characteristics of the problem, in particular, the structure of the solution (coding), the discreteness or continuity of variables, and the speed of getting
into the local optimum. The available literature is analyzed and a list of the use of various evolutionary algorithms for the tasks of supply chain management
is provided, in particular, in warehouse planning, transportation organization, work planning, etc. Since the effectiveness of the application of evolutionary
algorithms depends not only on the choice of a specific algorithm, but also on the choice of parameters, their flexible configuration, etc., in future studies it
is advisable to consider modifications of evolutionary algorithms, both hybrid and adaptive approaches.
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CKiybKo B. ., BoliHikos M. F0. YnpaeniHHA AaHYt02amMu NOCMABOK i3 BUKOPUCMAHHAM e80AYiliHUX anzopummie

Enoxa yugposux mpaxceopmayili ymoxaueuna HaKoMUYEHHA 8eAUKUX Macusie OaHUX, AKI MOXYyMb bymu 8UKOPUCMAHI y npoyeci puliHAMMA piwieHs, 30kpe-
MQ 8 yNpasniHHi NAHY02aGMU MOCMABOK. [1pu YCKAAOHEeHHI po3e'a3y8aHux 3a0ay KAACUYHI onMuUMi3auiliHi Memodu empayarome C80H egheKmusHicmo i He 00-
380/1910Mb OMPUMAMU PilieHHs 30 NPUUHAMHUL Yac, Wo nopodye nompedy y 00C/i0HeHHi HOBUX iIHCMpPyMeHMIi8 0415 ix BUpiWeHHS, ceped AKUX € Ui egontouyiliHi
an120pUMMU, WO BUKOPUCMOBYKMb NPUHYUMU 6ion02i4HOI esontouii, d0360/18104U OMPUMamu pitueHHs, 61u3bki 0o onmumanbHo2o (abo (i MOYHO OIMUMAbHI)
30 npuliHAMHuL Yac. EsontoyiliHi anzopummu 8xo0ame 00 WUpPWOo20 HANMPAMY 8 WMy4HOMY iHmenekmi — esontoyiliHux ob4ucseHsb. Y cmammi 8uokpemneHo
XAapaKmMepucmuKu egoNtouiliHUX an20pUmMie, AKi 8UDI3HAIOMb iX 3-MOMIM IHWUX an20pumMig esontouiliHux 0bYucaeHs, i MPOAHAN308aHO HAlMONYAAPHIWI
e60A110YjliHi anzopummu: 2eHemuYHUl aa20PUMM, 2eHeMUYHe MPO2PAMYBAHHS, e8otouiliHe MPo2Pamy8aHHS, esooyiliHi cmpamezii ma dughepeHuianbHy eso-
10U, 30Kpema, ix 0cobausocmi ma cghepu 3acMocy8aHHA 8 ynpassiHHi AAHYK2aMU TOCMABOK. [posedeHo nopigHAAbHUL aHANI3 | HAOAHO pekomeHOauii wjodo
8ubopy 8i0N0BIOHO20 A120pUMMY, 38AMAKOYU HA XAPAKMEPUCMUKU 300a4i, 30KkpemMa, CMPYKMypy piweHHs (KodyeaHHs), duckpemHicme Yu HenepepeHicmb
3MiHHUX, WeUOKicmb nompanaaHHA A0 A0KanbHO20 onmumymy. [1poaHan308aHo nimepamypy ma HasedeHo nepesik w000 BUKOPUCMAHHA Pi3HUX e80NKYIlIHUX
an20pummie 0719 30004 yrpassiHHA AAHYO2AGMU OCMABOK, 30KPeMA, 8 CKNAOCbKOMY N/1aHY8AHHI, 0p2aHi3ayi nepege3eHs, NaAaHys8aHHA pobim moujo. OcKinbKu
echekmusHiCMb 30cMOCy8aHHA e80MOYilHUX a120pUMMIB 3a1exUMb He nuwe 8i0 8UbOPY KOHKPEMHOo20 anzopummy, a U 8id subopy napamempis, ix 2Hy4K020
HAAGWMYBAHHSA MOW0, Yy HACMYMHUX 00CAIOHEHHAX 00YinbHO po32asHymu Moougikauii esomoyiliHux aneopummis, 2ibpudHi i adanmugHi nioxoou.
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Introduction. Under digital transformation conditions,
effective management decision-making is achievable through
various economic models and methods. These methods can
be rooted in classic approaches or leverage cutting-edge tech-
niques such as algorithms of collective intelligence and evolu-
tionary algorithms.

The widespread use of digital technologies allows for the
collection of large amounts of data, improving the efficiency
of decision-making. The growing complexity of mathematical
methods and models enables more accurate decisions using this
extensive data. However, this complexity also increases compu-
tational demands, which impacts the time needed to find solu-
tions. In this context, evolutionary algorithms have emerged as
powerful tools for solving complex optimization problems in
different fields, including supply chain management.

Evolutionary algorithms are optimization algorithms
inspired by the principles of natural evolution, including se-
lection, mutation, recombination, and survival of the fittest
[1]. These algorithms work on a population of potential solu-
tions, evolving them over multiple generations to find optimal
or near-optimal solutions to complex problems. Evolutionary
algorithms use mechanisms similar to biological evolution to
iteratively improve a set of candidate solutions based on a de-
fined fitness function.

This paper comprehensively examines evolutionary al-
gorithms, encompassing genetic algorithms, genetic program-
ming, evolutionary programming, evolution strategies, and
differential evolution. It delves into their mechanisms, appli-
cations, and distinctive characteristics, emphasizing their sig-
nificant contributions to evolutionary computation and their
profound impact on supply chain management optimization.
Through this exploration, we aim to illustrate how evolutionary
algorithms can revolutionize decision-making processes and
elevate supply chain management operations' efficiency and
effectiveness in the digital transformation era, choosing the ap-
propriate tools for solving problems.

Analysis of recent publications. Recent studies have
extensively explored the application of evolutionary algorithms
in supply chain management, highlighting their effectiveness
in solving complex optimization problems. Genetic algorithms
(GAs) have been widely used for route optimization, warehouse

management, and scheduling tasks. For instance, the article
[2] demonstrated that improved GAs could optimize logistics
distribution routes more efficiently than traditional methods.
The paper [3] applied GAs to warehouse layout optimization,
achieving significant reductions in order-picking times. In the
study [4] utilized GAs to enhance automated sorting systems,
improving processing times and worker efficiency.

Genetic programming (GP) has been employed for de-
mand forecasting and evolving heuristics for dynamic routing.
The authors [5] used GP to develop heuristics for vehicle rout-
ing problems with time windows, enhancing real-time deci-
sion-making. In [6] GP is applied for stock market prediction,
indicating its potential in demand forecasting within supply
chain management. Evolutionary programming (EP) has prov-
en effective in scenarios with many local optima. In the paper
[7] EP is combined with artificial bee colony algorithms for op-
timal path planning in mobile robots, which can be adapted for
warehouse automation. Evolution strategies (ES) focus on self-
adaptive mutation rates and have been used in manufacturing
optimization in numerous of studies. For instance, in [8] ES is
utilized to optimize pull production systems, improving opera-
tional efficiency. The author [9] applied ES to the multiple trav-
eling salesmen problem, enhancing route planning for multiple
agents. Differential evolution (DE) has been applied to contin-
uous optimization problems in supply chain management. In
[10] a DE algorithm for sequencing and scheduling optimiza-
tion is introduced, handling uncertainties effectively. The paper
[11] proposes combined DE with particle swarm optimization
to address stochastic location-inventory-delivery problems,
optimizing strategic decisions in distribution networks.

These publications highlight the versatility and effective-
ness of evolutionary algorithms in optimizing supply chain
operations. However, there is a notable gap in research that ag-
gregates these algorithms and provides recommendations for
their application to specific problem types. Besides this, some
authors have outlined various areas of evolutionary computa-
tion in general [1; 12; 13] categorization is required to clarify
the distinctions between the different algorithms and their op-
timal use cases.

Aim of the study and the methodology. The study
aims to explore the application of evolutionary algorithms in
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optimizing supply chain management processes. It focuses on
demonstrating how various evolutionary algorithms, including
genetic algorithms, genetic programming, evolutionary pro-
gramming, evolution strategies, and differential evolution, can
be utilized to enhance decision-making, improve operational
efficiency, and solve complex optimization problems within
supply chain management. Through this comparative analy-
sis, the paper identifies the strengths, weaknesses, and appli-
cability of evolutionary algorithms to different types of supply
chain challenges, providing recommendations for their optimal
use. Additionally, the study aims to draw distinctions between
evolutionary computation and other algorithms, highlighting
the unique characteristics that differentiate evolutionary algo-
rithms from other approaches.

The methodology of the study involves a comprehensive
literature review and analysis of recent research publications
on the use of evolutionary algorithms in supply chain manage-

ment. The study includes the development of a comparative
framework to assess the effectiveness of each algorithm based
on problem characteristics like solution structure, local opti-
ma, and data type (continuous or discrete). Additionally, case
studies from existing literature are analyzed to demonstrate
the practical applications and results achieved with these algo-
rithms in real-world supply chain problems.

Main results. Evolutionary algorithms (EAs) are a sub-
set of evolutionary computation. Evolutionary computation is a
subfield of artificial intelligence, including algorithms inspired
by natural evolution and biological processes [1; 12]. These al-
gorithms, such as evolutionary algorithms, swarm intelligence,
and artificial immune systems (see Fig. 1), use mechanisms
like selection, mutation, and recombination to solve complex
optimization and search problems. Evolutionary computation
aims to find high-quality solutions in large and dynamic search
spaces by mimicking biological evolution.

Avrtificial
Intelligence

Evolutionary
Computation

v !

A,

, ! !

Evolutionary Swarm Avrtificial Artificial Other Bio-inspired
Algorithms Intelligence Immune Systems Life Algorithms

Fig. 1. Evolutionary computation fields

Source: developed by the authors based on [1; 13]

The figure showcases the diverse branches of evolution-
ary computation, each offering a distinct approach inspired by
biological processes to craft algorithms for solving optimiza-
tion problems:

* Evolutionary algorithms draw inspiration from natu-
ral selection, mutation, and recombination to evolve
solutions to optimization problems [12];

* Swarm Intelligence mirrors the collective behavior of
decentralized, self-organized systems, emulating the
social behavior of organisms like birds or ants to solve
optimization problems [1; 13];

* Artificial Immune Systems harness principles from
the adaptive immune system, including immune re-
sponse and memory, to detect and solve complex
problems [14];

* Artificial Life algorithms aim to replicate biological
processes in artificial systems by studying and simu-
lating life-like behaviors to solve problems;

*  Other Bio-inspired Algorithms draw inspiration from
various biological strategies, such as bacteria's forag-
ing behavior [15].

These algorithms are categorized under evolutionary
computation due to their shared characteristics, which we ex-
plore in the next section.

Evolutionary algorithms. An evolutionary algorithm is
a type of population-based metaheuristic optimization algo-

rithm within evolutionary computation, inspired by biological
evolution and using mechanisms such as reproduction, muta-
tion, recombination, and selection, where candidate solutions
actas individuals in a population, with their quality determined
by a fitness function and evolved through repeated application
of these operators.

Evolutionary algorithms share common characteris-
tics with other evolutionary computation algorithms, placing
them in a specific branch. The following are the distinct traits
of evolutionary algorithms that differentiate them from other
subfields of evolutionary computation [1; 13]:

1. Genetic operators: They employ specific genetic op-
erators such as mutation and crossover to create new
candidate solutions;

2. Selection mechanism: EAs rely on a selection process
that imitates natural selection, where the fittest indi-
viduals are chosen for reproduction;

3. Population-based approach: They work with a popula-
tion of solutions that evolve over generations;

4. Fitness-based evolution: Individuals are evaluated
based on a fitness function that is used to evaluate how
well a particular solution or individual in the popula-
tion performs relative to the problem being solved;

5. Generational replacement: Each generation is re-
placed by the next, leading to the population evolving
towards better solutions over time.
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Each evolutionary algorithm shares common character- strategies, and differential evolution (see Fig. 2) — by analyz-
istics, yet each also exhibits distinct differences. Let us examine ing their mechanisms, applications, and unique characteristics
the most popular evolutionary algorithms — genetic algorithms, to provide a comprehensive understanding of their individual
genetic programming, evolutionary programming, evolution contributions to the field of evolutionary computation.

Evolutionary

Algorithms
Genetic Genetic Evolutionary Evolution Differential
Algorithms Programming Programming Strategies Evolution

Fig. 2. Evolutionary algorithms

Source: developed by the authors based on [1; 12; 16; 17]

Genetic algorithms are a type of evolutionary algorithm Evolution strategies are evolutionary algorithms that
where candidate solutions, known as chromosomes, are repre- focus on the self-adaptive nature of mutation rates. Schwefel,
sented as vectors of decision variables, with each variable, or Rechenberg, and Bienert introduced them in the 1960s. ES
gene, representing a value, or allele, to be optimized [1]. Tradi- aims to optimize real-valued parameters using deterministic
tionally, GAs used binary strings to encode real values through selection mechanisms [2; 12]. Unlike genetic algorithms, which
multiple binary symbols, but modern implementations often heavily rely on crossover, ES primarily uses mutation to gener-
use real-value encoding. ate new solutions.

The algorithm progresses through generations, utiliz- In ES, the population adjusts its mutation strength dy-
ing selection, crossover, and mutation operators to evolve namically, learning to fine-tune the mutation rates without
the population of solutions. The fitness of each chromosome external control. Selection in ES is usually deterministic, with
is evaluated, and the best-performing individuals are selected only the best-performing individuals being chosen for the next
for reproduction, ensuring that advantageous traits propagate generation, similar to animal or plant breeding. This method
through subsequent generations. GAs are widely used in opti- is particularly suitable for continuous optimization problems
mization, machine learning, and scheduling applications. where parameter fine-tuning is crucial.

Genetic programming extends the concept of genetic al- Differential evolution draws inspiration from the self-
gorithms to evolve programs or symbolic expressions instead of organization principles of the Nelder-Mead simplex search
fixed-length character strings [16; 17]. In GP, individuals in the method [1]. In DE, a population of candidate solutions is main-
population are compositions of primitive functions and termi- tained, and new solutions are created by combining existing
nals appropriate to the problem domain. These compositions ones using a specific formula. The mutation operator in DE
can be visualized as rooted, point-labeled trees, where internal involves selecting two existing search points, calculating their
nodes represent functions and leaf nodes represent terminals vector difference, scaling it by a constant factor (F), and adding
(inputs or constants). this to a third randomly selected search point. The resulting

The goal of GP is to find computer programs of vary- mutated vector is then combined with another search point us-
ing sizes and shapes that solve a given problem by recursively ing a crossover operator, and the resulting trial vector is evalu-
composing available primitive functions and terminals. This ated against the target vector. If the trial vector has a higher
approach is particularly useful for problems where the solution fitness, it replaces the target vector.
structure needs to be flexible and dynamic, such as symbolic DE's unique approach to mutation and crossover makes
regression, automatic code generation, and machine learning it highly effective for continuous optimization problems, pro-
model development. viding a robust and efficient means of exploring complex search

Evolutionary programming is a paradigm within evolu- spaces.
tionary computation similar to genetic programming but fo- To facilitate a comprehensive comparison, we have con-
cused on evolving the parameters of fixed-structure programs solidated each evolutionary algorithm's key features and char-
or models [17]. Unlike genetic algorithms, EP does not use acteristics into a single table (see Table 1). This table highlights
crossover operators to create offspring. Instead, it relies on the differences in representation, selection mechanisms, varia-
mutation and selection processes. In EP, the selection is sto- tion operators, application domains, and core attributes among
chastic, often involving tournaments where an individual com- the described algorithms. By examining these distinctions side
petes against a user-defined number of other individuals, with by side, we can better understand each algorithm's unique
weaker ones being eliminated. strengths and suitable application scenarios.

This approach is efficient for optimization problems with In real-world applications, it is crucial to identify the
many local optima, as it allows for a diverse set of solutions to problem characteristics to select the most suitable algorithm.
be explored simultaneously. EP's robustness and simplicity suit Key considerations include:
various applications, from control systems to machine learn- * Solution Structure Flexibility: determine if the prob-
ing. lem requires a flexible or dynamic solution structure;
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Table 1
Comparison of evolutionary algorithms
. . . . Evolutionary Evolution Differential
Genetic algorithms Genetic programming . . .
programming strategies evolution
Fixed-length or . . : .
. 9 Hierarchical ) Like GA but Like GA but
. variable-length " Like GA but more
Solution ) compositions of : more commonly more commonly
encoded binary ) . commonly with non- . ) . .
structure ) ) . functions and terminals | ) with non-binary with non-binary
strings (in classic binary encoding. ) )
(trees). encoding. encoding.
approach).
. . Deterministic, Fitness-based
Stochastic, often . . Stochastic, often . . .
. . Stochastic, often using . selecting top- selection, replacing
Selection using fitness-based . using tournament - P
. fitness-based selection. . performing target vectors if trial
selection. selection. A
individuals. vectors are better.
Variation Mutation with Mutation based on
operators Crossover, mutation. | Crossover, mutation. Mutation. self-adaptive vector differences,
P mutation rates. Crossover.
R Symbolic regression, ) Continuous
Optimization, y €9 Control systems, Continuous Lo
. ) . automatic code s . s optimization
Domain machine learning, . ) optimization with optimization
- generation, machine . problems,
scheduling, etc. . many local optima. problems. L .
learning. engineering design.
. * Mutation based
* No crossover; relies .
. A . on vector differ-
* Uses populations | = Evolves programs or on mutation and = Self-adaptive
. ) . ences from the
of chromosomes; expressions; stochastic selec- mutation rates; population:
* Applies natural * Suitable for prob- tion; * Deterministic o
. . . . . S * Combines exist-
Core selection prin- lems needing flexible | * Effective for prob- selection simi- . .
. . . ) ) ing solutions
attributes ciples; solution structures; lems with many lar to breeding;
. local optima: ) to explore new
* Fitness evaluated | * Uses tree structures ocaloptima; * Dynamically solutions;
to guide selec- to represent solu- * Competes against adjusts muta- N
°9 orep petes agains: <) * Efficientin ex-
tion. tions. other individuals in tion strength. .
ploring complex
tournaments.
search spaces.

Source: developed by the authors based on [1; 2; 12; 16; 17]

*  Local Optima: identify if the problem has many local
optima that must be avoided. Use heuristic methods
to assess the presence of local optima or test various
algorithms on sample data to identify local optima is-

sues;

* Parameter Adjustment: evaluate whether the prob-
lem requires frequent adjustments to parameters,
such as mutation rates, which can be determined em-
pirically;

* Continuous vs. Discrete: determine whether the vari-
ables are continuous or discrete. Select algorithms

suited for the variable type (e.g., gradient methods for
continuous, greedy algorithms for discrete).

As an initial step, it is essential to thoroughly understand
the problem's domain and clearly define the problem and its
requirements. Based on these key considerations, the following
table provides a general recommendation for matching prob-
lem characteristics with appropriate algorithms (see Table 2).

This table offers a general guideline for selecting algo-
rithms based on specific problem characteristics. However,
it is not intended to be a definitive rule, as each evolutionary
algorithm employs unique mechanisms that may be more or

Algorithms matching specific problem characteristics

Table 2

Problem Characteristic Preferable algorithm
Solution structure GP
Local optima EP
Parameter adjustment ES
Continuous variables ES, DE
Discrete variables GA, GP, EP

Source: developed by the authors
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less effective depending on the specific context. Therefore, it is
crucial to analyze evolutionary algorithms within the specific
context of supply chain management, considering its unique
challenges and requirements.

Supply chain management involves the planning, imple-
menting, and controlling the efficient flow and storage of goods,
services, and information from the point of origin to the point
of consumption. As supply chains become increasingly com-
plex, the need for advanced optimization techniques becomes
paramount. This chapter explores the diverse applications of
evolutionary algorithms in supply chain management, demon-
strating their effectiveness in improving operational efficiency,
reducing costs, and enhancing service quality. Each type of
evolutionary algorithm will be reviewed, along with the specific
supply chain management problems they can solve, highlight-
ing their unique strengths and applications.

Genetic algorithms, with their practical adaptability, are
a valuable tool for addressing a wide array of real-world sup-
ply chain management challenges. These include but are not
limited to route optimization, warehouse optimization, fleet
management, inventory management, and job scheduling. The
extensive body of literature on the application of genetic algo-
rithms in supply chain management underscores their practi-
cality and effectiveness:

* Logistics Distribution Route Optimization: Genetic
algorithms are highly effective in optimizing logistics
distribution routes by creating efficient delivery plans
and minimizing the time to find optimal routes. [2]
demonstrated that an improved GA could find opti-
mal routes faster than traditional methods;
Warehouse Layout Optimization: Genetic algorithms
optimize product placement and warehouse order
picking routes. [3] showed significant reductions in
order-picking times using GAs;

* Fleet Management: GAs can optimize vehicle routing
for perishable goods, addressing cost minimization
and quality preservation. [18] applied GAs to vehicle
routing problems with time windows and quality
constraints;

* Inventory Management: Genetic algorithms help

optimize inventory levels within supply chains, mini-
mizing total supply chain costs. [19] used GAs to de-
termine optimal stock levels;
Job Scheduling: GAs solve scheduling problems in
manufacturing systems, finding optimal or near-op-
timal solutions for complex scheduling issues. [20]
discussed using GAs for advanced manufacturing
scheduling;

* Automated Sorting Systems: Genetic algorithms op-
timize warehouse shipment and sorting processes,
improving processing times and worker efficiency. [4]
used GAs to optimize worker numbers and sorting
times.

Genetic programming is valuable for problems that re-
quire a flexible and dynamic solution structure, such as sym-
bolic regression, automatic code generation, and the develop-
ment of machine learning models. In supply chain manage-
ment, genetic programming can automatically evolve heuris-
tics for any heuristics-solvable problem or evolve predictions

through symbolic regression, such as demand forecasting.
Examples of genetic programming being used in modern lit-
erature include:

* Dynamic Vehicle Routing: GP evolves heuristics for
dynamic vehicle routing problems, handling real-
time decision-making for route adjustments. [5]
showed GP's effectiveness in evolving heuristics for
vehicle routing with time windows;

* Demand Prediction Models: GP creates models for
predicting product demand, aiding inventory man-
agement. [6] used multi-gene symbolic regression GP
for stock market prediction, highlighting its potential
in demand forecasting.

Evolutionary programming can be used for the same
problems as GA, but it is especially effective when the problem
has many local optima. Due to the use of mutation operator
only and specific selection method, it may apply to fewer prob-
lems; however, in some cases, it can still prove to be efficient,
such as in the following paper:

*  Shortest Route Planning: EP, combined with artificial
bee colony algorithms, optimizes path planning for
mobile robots. [7] showed improved path planning
performance using EP.

Evolution strategies are primarily used for the same
problems as genetic algorithms. They are particularly effective
when it is necessary to adjust mutation rates during the execu-
tion due to the nature of the problem. This need arises because
solutions may be more similar at certain execution stages and
more diverse at others. The following studies utilize evolution
strategies to address supply chain management problems:

Manufacture Planning: ES optimizes production sys-
tems by determining optimal kanban sizes and pro-
duction trigger values. [8] illustrated ES's application
in optimizing pull production systems;

*  Multiple Salesmen Problem: ES solves multiple
traveling salesmen problems, optimizing routes for
multiple salespeople. [9] demonstrated ES's superior
performance in solving these problems compared to
other algorithms;

* Colored Balanced Traveling Salesman Problem: ES,
with tailor-made mutation operators, effectively
solves the colored balanced traveling salesman prob-
lem (CBTSP). [21] showed that their ES approach
surpasses the results of novel genetic algorithms for
CBTSP in shorter amounts of time.

Differential evolution can also be used to solve problems
typically addressed with genetic algorithms. However, the na-
ture of differential evolution provides advantages for non-dif-
ferentiable specific problems. Differential evolution has been
applied in the following studies:

- Distribution Network Optimization: DE addresses
stochastic location-inventory-delivery problems, optimizing
strategic, tactical, and operational decisions. [11] combined DE
with particle swarm optimization for effective network optimi-
zation;

* Delivery Scheduling: DE solves sequencing and
scheduling optimization problems, adapting to dis-
crete variables. [10] introduced a novel solution en-
coding mechanism for DE in scheduling;

MNpo6rnemn ekoHomikm Ne 3 (61), 2024
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* Supply Chain Optimization: DE, combined with
chaotic sequences, optimizes integrated production-
inventory-distribution systems. [22] showed DE's ef-
ficiency in supply chain optimization;

*  Warehouse Allocation: DE determines optimal ware-
house locations, minimizing transportation costs.
[23] applied DE for warehouse location optimization
using geographic information systems.

The following texts highlight the different ways evolu-
tionary algorithms are utilized in logistics and supply chain
management and demonstrate how these algorithms effective-
ly optimize complex processes and enhance overall efficiency.
Many of these problems have been extensively researched,
showcasing the robustness and adaptability of evolutionary al-
gorithms in real-world scenarios.

As the field continues to evolve, integrating these al-
gorithms with emerging technologies such as artificial intel-
ligence, machine learning, and big data analytics is expected
to enhance their effectiveness further. These advancements will
enable even more precise and efficient optimization of supply
chain processes, ultimately leading to more resilient, agile, and
sustainable supply chains. The ongoing research and develop-
ment in this area promise significant improvements in opera-
tional efficiency, cost reduction, and service quality, cementing
the role of evolutionary algorithms as indispensable tools in
modern supply chain management.

Conclusions. Evolutionary algorithms are powerful and
versatile tools for addressing various supply chain management
problems. Their ability to manage complex, multi-objective
optimization tasks and adaptability to numerous applications
makes them invaluable in logistics and supply chain manage-
ment. The research and practical implementations reviewed in
this paper demonstrate the effectiveness of EAs in optimizing
routes, managing inventories, scheduling tasks, and improving
overall operational efficiency.

Evolutionary algorithms are used extensively in supply
chain management, including route optimization, warehouse
optimization, fleet management, inventory management, job
scheduling, and other dynamic and flexible problem-solving.

Genetic algorithms, evolutionary programming, evolu-
tion strategies, and differential evolution can all solve practi-
cally the same set of problems. However, each algorithm'’s ef-
fectiveness depends on the specific problem's nature, including
potential solutions, search space, and other criteria. Genetic
programming, on the other hand, is different from the others
and is particularly useful for creating regression models, tuning
the heuristics of algorithms, and other structure-related prob-
lems.

It is essential to address several challenges and future
directions for evolutionary algorithms in supply chain manage-
ment. One main challenge is the computational cost, especially
for large-scale problems. One way to mitigate this issue is by
developing hybrid approaches that combine EAs with other
optimization techniques. Additionally, premature convergence
to suboptimal solutions is a concern. Adaptive mechanisms
that adjust algorithm parameters dynamically can help main-
tain diversity in the solution population and avoid premature
convergence.

Furthermore, the scalability of EAs to handle increas-
ingly large and complex logistics networks requires further

research. Exploring parallel and distributed computing tech-
niques could enhance their scalability. Lastly, developing EAs
capable of real-time decision-making and adaptation to chang-
ing conditions in logistics networks is an important area for fu-
ture research, enabling more responsive and resilient logistics
operations.

In summary, evolutionary algorithms have significantly
contributed to optimizing logistics and supply chain manage-
ment. EAs' ability to handle complex optimization tasks and
adaptability to various applications make them indispensable
tools in the digital transformation era. However, addressing
challenges such as computational cost and premature conver-
gence will enhance their effectiveness and applicability in real-
world supply chain management scenarios.
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